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Suuuwq This m p r l  d ~ c r i k i  a strategy for measure 
&ma o f q h d  CBF that riguraudy accounts for dif- 

twer p d h n  d e n t s  and m c k c u ~ ,  and 
is &t for ass with positma emission tomqmphy. 
~ o a t h s K e t y m d d , t h c ~ u r o d ~ u e m n e e n -  
~ ~ b t ~ s a d i n t e m u s 0 f t b e ~ c o n ~ -  
~ & u m t e ~ ( ~ ~ s t a n t K , B B d ~ ~ o o d f i o w f , m  
kdpdtiDacdkhtrnaybecomputedasp=flK. 
In wu appmd~, maps of K aadf are computed fmm two 

I W O M ~ ~ ~ S .  % ~ U O U S  
~ ~ a n ~ ~ O f p r q j 8 e t i o a d a t a ~  
& q W y  during the observation period. Theoretical 
~ a f ~ ~ n i n t h s ~ s t i m a t e s o $ K a n d f  

cenM out as a fundon  of tomagapk count rate, 
t d a l ~ t t i n l e , a a d t r a c c r W - l i i c t o r v a r y i n s  

T'hc measurement of regional cerebral blood flow 
(FCBF) us@ radioactive tracers and external de- 
tection bas recently been coupled with emission 
computed tomography (IXT) to provide more ac- 
curate lacalktion of flow in three dimensions. TWO 
line8 of meth&logid development have emerged: 
(9 cqdhrium methods involving short-lived radis 
active tracers and (ii) dynamic measurements. The 
Wcr approach is the subject of this article. 

Dyaamic methods, using inert radi~labelcd gases 
and external defection have been used for many 
years to memure rCBF. Yamamoto et d. (1977) and 

h k b s  and rtprint rrqucats to Dr. Alprt st 
B Y ~ U  E(cssPrch - W r y  ~d N u c l m  Medicine Depart- - bhmdmdls -- Haspita], Boston, ~assacb&ts 
BDi14. U3.A. 

AbbrmWow u c d :  HX, W i n  compu!ed tomography; 
rCBF. cm&d blood flow. 

Karma aud Laam (1979) -among tl185w ta 
apply t l & r n g t b o d w i t h ~ . M u m ~ ~ , ~  
et al. (f931), Hung et aL (19$2& d Camom & 4. 
(1983) have proposed refined s t m k g i t ~ .  Tfit 
strategy proposed by Hamag tmd mdifiid by 
Carson is particularly suited to ECT, since it is 
based on the idea of weight& pwjWiua intqpb 
introduced by Tsui and Bdhgw t19T8). 

Several factors influenee the choice of a CBF 
measurement strategy with W. Among thaw yare 
the choice of a hetic  model, prbpagadon of 
m & m  and systematic m r  in th f t a w ~ ,  
local variation in partition wefkient, and wtqw 
tatiomal efficiency. AU of the strah&!s rtBove 
employ the Kety model (Kety, lw), that 
a resoiution-sized volume m y  be treatmi as a sh@ 
compartment, and are fwmmbly e f k h t  mmqw 
tationally. With the ex+on of the w r t  
by Carson et at. (19831, little attention has been 

r 

3 
m 
P 
di 

$1 
d 
d3 
d 
L 
L 
a 
im 
PI 
m 
du 
ch 
so 
its 

,M 
ex 
d 

tia 
v, 

the 
ab I 



k t  to 
Rai~ble 
madaI.  
-8, me 
fM 
tee it is 
at- 

& CBF 
1me are 
.&a of' 
-, 
mmpu- 
3 above 
me that 
ashgle 
'Wmpu- 

t m f i  
as been 

MEASUREMENT OF rCBF WITH ECT 

given to the statistical optimization of CBF esti- 
mators. Only the method d Huang et al. (1982) and 
its subsequent modification by Carson accounts for 
e e r ~ c e s  in local partition coefficient. 

The purpose of this article is la describe a new 
strategy whi&h can rigorously account far several 
of these factors, including recirculating tracer .and 
=ring tracer wition coefficients, but whch is 
also computationally efficient in the production of 
flowmaps from transverse section data. A particu- 
larly attractive feature of our method is that the 
estimation of local clearance rate (but not CBFI is 
independent of instrument calibration factors. We 
present the basic theoretical foundations of the 
method, describe the parameter estimation proce- 
dure, describe the computational strategy, anaIyze 
the propagation of statistical noise, and present 
some experimental validation of the procedure and 
its analysis. 

MNETIC MODELING 

Consider a volume element of tissue, V, ,  perfused 
with an inert, freely diirusible tracer. We wish to 
a p m s  the blood flaw f (in rnUminlg) in V ,  in terms 
of quantities subject to measurement by ECT and 
standard b l d  sampling techniques. The differen- 
tial equation governing the tracer flow through 
V, is 

where Q is the mount of radioactivity in V, ,  C, is 
tb arterial concentration, @ is the compartment 
cun~ntration, X is the radioactive decay constanl 
of the isatope used, and F is the arterial blood flow 
m mlr'min. The volume of tracer distribution, VD, 
and the tissue volume (V,)  under examination are 
not necessarily the same. Accordingly, Ihe tomo- 
mphic measurement provides a tissue wcentra- 
lion C = Q/Vt, whereas, actualIy, = QlV,. Thus 
the tomographic measurements theoretically obey 
&e equation: 

where we have recognized EIV, (assuming a tissue 
density of one) as f, the tissue blood flow, and 
V f l t  as the partition coefficient p. 
In this form, Eq. 2 is completely equivalknt to the 

Kefy theory (Kety, 3960). With the initial condition, 
C(O) = 0, Eq. 2 has the solution: 

where the rate constant k is W e d  w k = h + 
flp. 

Equation 3 treats the r n ~ ~  qua&&$ C and . 
C, as though they were strictly dWm&Wc. ;Xn 
practice, however, hth C arnd Ch am sabjwt to 
statistical fluctuations. Sdutbm of Eq- 3 hbhg 
experimental data will produce athates of k f 
that are subject to statistical £lwtuat&ms. % mid 
further complication of the m&eWiwl ~)t&n, 
we will not distinguish betmaen the d k m  quzm 
tity and its estimator. One appmh to w- 
the rate constant k from the mewimahmb is te me 
Eq. 3 to form the expression: 

where T is the experimental O&WW pmid a& 
W, and W, are weigbthg f t m c t i ~  
later, the weights Wl and W2 may be 
imize the v a r b c e  of k. F.cju&a I b-#&&&y 
attractive because it yields an ~ t b t o r  
independent of the abwlate or mlativtt 
cion units of the raw m n ~ ~  Xn a 
way one can OW an q m s s h n  farthees&w@wi 
off from 

but, it should be not& Ulat the mag&u& &fi<& 
pends on the relative d b m t h  af @:%&me 
art erid concentration nms-b, 

Up to this stwe our defdqmmtknCrt.W 
explicit1 y to the measmmmt pmwm w ta tom+ 
m p h c  imaging per sc. Fxpz&ians 'I thmqgh 5 loa- 
plicitly assume that t b  merid amw&mh his- 
tory dues not depend m * amd && hmm- 
taneous values of the tissue conwn&&m me.aW- 
able which pssess infinite s p d 9  rw3I~t3an. h 
practice, the tissue conmntra~s  &re w n d  
using ECT for a finite t e q m d  samphg hMmd (#b 
and exhibit f i t i te  spatial m % o I r r ~ ,  Equatim 1 
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through 5 may be applied with the undersianding 
that kt, * 1 and that the spatial resolution of k and 
f will be &iennined by the spatial resolution of the 
tissue concentration measured with ECT. 

A brute force approach to the computation of 
blood tlow parameters involves reconstruction of 
the tissue concentrations during the many the in- 
W a I s  spanning the observation period and fitting 
the muitisg concentration data to Eq. 3. This is a 
potentially time-consuming process. This problem 
m & miniplied by exploiting the equivalence b e  
tween lime integrals of the reconstruction values 
Hnd reconstruction of time integrals of the pmjec- 
tion data, a technique especially suiid to Eqs. 4 
and 5. The mathematical basis for tbe commutation 
of these summation pmedms is well established 
and bas beea verified by Tsui and Budioger (1 978). 
A practical application of this approach has been 
nportcd by Huang et d .  (1982). 

The operational equations, Eqs. 4 and 5 ,  involve 
the tissue concentratbns only os integrals of the 
form JC(t)wt)dt. Quantitative images d these in- 
w s  can be computed with a single reconstruc- 
tion if the projection data are appropriately 
weighted by W(t1 and summed befom reconstruc- 
tion. E q W  4 provides the basis for a rapid, cum- 
putationally efficient estimation of the rate con- 
stant. A similar equation has been used previousIy 
for computation of functional images of rCBF with 
I3%e using the scintillation camera (Alpert, 1977). 
The computationd procedure involves tabulating 
h e  ratio of integrals on the right side of Eq. 4 as a 
function of k for a measured arterial concentmtion 
history. We call this result the R-table. For an in- 
dividual expimental run, ths need be done oniy 
once. The ratio of integrals of the tissue concentra- 
tions, on the leh side of Eq. 4, is matched against 
the entries in the R-table, thereby estimating k at 
each picture elemeat. Far every value of k sa de- 
&mined the corresponding value of the denomi- 
nator of Eq. 5 crta also be omned as part of the 
same "look-up*' pmccdure. me end resutt is two 
quantitative images, one depicting local clearance 
rate and the other local blood flow. As this whole 
wtimation prmedure requires summing d the pro- 
jection data (with appropriate weighting factors), 
two mnstructions and a table look-up procedure. 
its implementation can be accomplished by modi- 
M o o  of existing reconstruction programs. 

heawe of the Poison nature of the radioactive decay 
plamas, the measurement s of merial and tissue concen- 
trations arc subject to stalisrical fluctuations, and pos- 
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sibly systemtic e m ,  whi& -% 
computation of k d f. Fbr mample, tb UR 
&a1 input f imc th ,  the msid ha-W dtfw -, 
and the duration of tbc &IMI & 
mgnitudc of the fluctwatiom in JP&~: proper& 
gf this m e w  bave b n  studied M t b = f b J y  m 
expertmeatally. The ftdlmhg tbswb & 
m t h o d s a p d ~ s o f ~ ~ .  

Theorehlw- 
~ o s t u d y t b o ~ € h 8 ~ g C ~ ~  

facrors, we mated ths m B i d y  &mmmd gpb 
cen trationa as s L a c S d y  ladependent f$eo~pom&)., 
random v-. AlicakdWm6wmwdka- 
physical &el ~ 3 s f ~ ~  aa8 mppom& W 
fomBuid Bow thruqhrdW l ~ ~ i m d m m t a &  
purposes of 

aw 
assumd with P BP&tiBI 
half maximum O, qd& Qf ctwr&mg la 

and 

when I, = i r,, t ,  Tim, rrnd CI = qt$. 
Becauw w c ~ ~ ~ ~ ~ t h  

variance ofthe- dw 
f l o w c a n b e d m m t o k s q a & e W m ~ : @ a  
t i m & p c l t d e p t m a u d I i D r b ~ ~ s g ,  
tially, h o t l r ~ ~ b ~ ~  varier q a w l y  
-coolputedanelytidyfartLtaemterdthedi&d 
includes thc of p b m  m m  *.A, 
1982). The t imedqmdmt BeEtaPs mn@s#& h~ 
spike (delta fundom) a d  a iv, -or, Fia 
t h c s p i k e i q j a c t i o a c a k c u l a t i Q a a r i t a ~ a s ~ ~ t h a t . ~  
imum instantaneous count mh af $&&Ki - 
srcond was r b i e v d .  hwim &j- 
weighted by a f m a r W , f w , t W t l s e b u l a & & ~  
was thesarnt in dl m. 

For the simulated i.v. iqjwtion, h cemi 
would bt expected for tbe same quantity M i d m  m- 
dioactfve tmw; the cmommion v-, 
w e r e n ~ ~ t ~ ~ ~ ~  
tioo history. 

E q u a t i o n 8 s h o w r t h c ~ ~ t e , ~ ~  
i.v. @ec&im: 
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Equation 8 is nor based on physiological measurement, 
b t  ralht~ W% e~a~lructed for the purpose of theso cal- 
& h s .  The h t  term in Eq. 8 was uscd to approximate 
he initial passage of a bolus through a volume element. 
m a t i o n  of mcer mass was invoked to normake 
&c mount of tmer  entering the disc on the firs! pass to 
M of Lbat used in a spike iqjechn. This normalization 
pCocedure was used to simulate the lower concentrates 
that would be observed with i.v, injection, as~uming thai 
be total ativity was fixed in all cases. The factor of j+ 
dies  f h m  this procedure because the Coral activity is 

by F$C,(tWf. The s t c ~ n d  term approximates the 
d k t  of tmxr recirculation and dilution m rhe total body 
volume d distribution. 
'Ib obtain values of d(k) and a), Eqs. 6 and 7 were 

pgwammtd in a dlgltaJ computer. Equations 4 and 5 
were m t  as discrete sumo and ditTerentiated h obtain 

expressions for and aflaCi. Time sampling 
d the tissue and arterial cornantrations was kept con- 
stant in the c a l c ~ o n s  at 5 s. Numerical integmdons of 
r h s h  

were pdmnd using the IMSL Subroutine DCADR E. 
Ttte results of simulation studies based on this ap- 

proaeh am summarked in Figs. 1-6. They show the cal- 
d a b d  of mwumncnt time, decay constant, and 
s h p  of the input function an the noise in K and f. h 
~ b c a o t e d t h a t  IldBcrs from k, where k = K + X 
W K - ~ 7 p .  These data are prescntcd as fractional er- 
ma, damkd by E. They represent one smdard devia- 
fbn d Lbe quantity divided by its expected value. Figure 
1 &owa the aK) (hctional e m r  in K) versus K for 
-nt periods of I ,  2, 4, and 10 min, assuming a 
Spike  irdection with no rtcbdation and no radimctive 
b y  II.e., A = 0). Figure 2 shows the increastd frac- 
hd error in K resulting from the use of the shorl-lived 
tncer 'JO with A = 0.335 min-'. Figure 3 is analogous 
b pi. I ,  showkg E(2Q versus K, but assuming a simu- 
laud I.v. iqjectioa with recirculation and h = 0.335 
*-1 , Flpm 4 shows ( h d m a l  error inn versus 

mumbg h = 0.335 min-'. a spike injection and no 
Figure 5 shows the same basic situation, 

bW mmmcs a shulazed i.v. injection with recirculation. 
F m  6 again shows E(n versus f but assumes no ra- 
w~ decay (i.e., h = 0). 

%tal emluath 
-ts in a phantom were undertaken to allow 

of theory and experiment in a cantmiled sit- = phantom consisted of a spherid flask 7.8 cm 
O d h c k  and a motor-drivto slirring system. During 
the txpcriments, water was pumped conriwousIy 

the phantom via a single inlet and a single ourlet. 
b k l  m h q  in the flask was facilitated by continuous 

of rhe l i i d  with a motor-driven paddlc at about 
38 -8 per minute. Radioactivity was introduced 

tba sphere via a rapid irljection approximating a delta 

FIG. 1. The fractional m r  In K w w s  K d w  ao a W & d  
fluctuations in t l m e  c o ~ n t ~ r n  &a, far h = 8, p = 3. 
a rplke Injection, and no mkculation. cat6uMtm 
are shown for m e m u m t e  perl- (T) of 3,  2 4  T6 
mln. 

hnction. No nchahion of tracer wag pwmittsd. T h l  
flow through the phantom was entimated ftm the d m e  
of Ihe &bent and the elapsed dme. The W value 
of the rare constant was dewmid by d H h g  the total 
flow by the volume of climihution, kt., tbs h£d  v d m  
of the phantom. 

Sequential tomogmplic measurwatats m W wi& 
the KiaroIinska Institute positron d& C o a n m  

FIQ. 2 Effefect of radkmdlve decay and meawtement tirm 
on fractional error In K. All paameMm am = for Flg. 1, ex- 
cept h = 0.335 rnln-' and T = 4 min. 
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PIO. 8. Eftect ot bolus shape and measurement tlme on frae 
tlonal error in K Forth- calculations, h = 0.335 mln-' and 
a simulated I.v. Injection hlstory (see tea for details) was 

(Scaadatroaix-lP334) following injmion of 0.5-2.0 mCi 
-48 EJYTA into the phantom. Data were collected for 
&mation perhis of 100 or 200 s in frames of 10-s du- 
dm. The data were used to produce a map of K values, 
as &mibed almve, by table look-up. Figure 7 shows me 
mcb map, in which K = 0.87 min''. The centrai region, 
3 an in dipeta ,  of each disk-shad map was examined 
to detemune the average K value and its fractional error. 

I b O!P 0!4 O ~ I  Q!O ! f .a 
I 

Ha. 6. Effec l  of bolus ahlipe and tmwumm theon h 
tlonal error In I. All pammt~m are aa for Ffg. 4, but a aim 
utnted bv. injectlon histwy (ism9 Wt br da#a&) wm u a d  

run 1 and 1 0 0 s f o r t h i : o t t t e r s . T b a ~ ~ o f t b  
fractional error in K catdated tffitb &e fandim db 
cussad above was found to be in good apmeat whh 
the fractional errors mmputed bin tht flow nmps3 It w 
not possible to obtain flow mtjnmtm b m  t k  apm% 
mants, Therefore, formal c v a l d ~  of Eq. 5 b r 
far future work. 

DXSCUSSION A N D  CONCltU?SIQMS 
Tbe results of the tomographic measurements are pre- Aaunderlying~sum~tioDinoarwdis~Elre 
W in W e  1, along with the values determined from ~ m , m y d  va is the mucat-measurement time relationship (ratio of pump 
autput rate to phantom volume). Tho duration of dam naus-  With  ti^ on h@m4d 
adkction for the six runs shown in Bble 1 was 200 s for 1 cm3, this agsumptio~ h, at best, onS( 

mately satisfied. FWher, the LGaty model on 
0.10 o u r w o r k i s b a s e d t r e a t s ~ d s u m u m i b  

tissue as a unit. No attempt k made to model de@ 
s u & a s t r a n s p o r t ~ n S ~ b y t ¶ m ~  

Ra 4. The fmctlonal error In t versus f due to statlstlcal 
Ituctuatim in tlsaue eoncentmtion dwg. The cafcutatlpns 
wume A = 0.355 mln-', p = 1 ,  splke injectlon, and no 
reclrculatlon. Separate calculations are shown fur measure- 
ment periods-of I, 2,4, and 10 mln. 

JC- &di%ewY&, Vd. I. Nw 1, IW 

I 1 
o o h  o!r o!e o i  a!* 1s 

1 

FIG. 6. Etfeet of long tnxw hanJlie and nmsuriamnl tW 
on fraetlonal emr In t.All pnmMsmwforR&6,buts = a  
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-- 

RQ. 7. of local clearance rate measured on a transverse 
&Ion through a 7.8-cm-dlameter spherical phantom. K - 
807 + 0.W min-'. The resolution of the underlying local 
comentreCon values was approximately 8 mrn FWHM (In- 
plane). The Inttlal prompt coincldrnce rate was 35 x 103 cps. 

meability of the cell membrane to specific tracers. 
Thus, the current approach and other work, whicb 
similariy lump tissue properties, will typically pro- 
duce a locally averaged blood flow. In the future, 
when higher-quality tomdgraphic data become 
availabIe, they may support analyses with more 
than one compartment or possibly with mare de- 
tailed and realistic kinetic models. 
This article describes an analytic solution to the 

problem of estimating the rate constant and blood 
flow parameters from experimental data. Although 
the partition cod3cient is not explicitly estimated, 
differences in local partition coeficient are auto- 
matically accommodated by this approach. If de- 
sired, the partition coefficient can be determined 
directly from the equations presented above. The 
kkal eslimatioo procedure, in a statistical sense, 
Would compute minimum variance estimators for 
thest parameters. This ideal must be balanced 
against the need to analyze flow through many 
tissue elements, and perhaps to display the results 
iu petfusion maps. To study the possibility of using 
minimum variance estimators, we approximated 
~ ( I c )  by Eq. 6.  Using Eq. 4 in the form of a discrete 
Wm with m eleme~lts, to determine K one can treat 

1'1 TA3L.E 1. Restibs of romographic rncasuremcnfs 

Reference K Measured K 
Run b i n -  9 (min - I) r SD 

d (K) as a function of 2 x rn vPdw of Wl rrsad W2 
for a given set of arkr id  d tima@ mw. 
It is then a strsi~tfamwd msdtsr to m%tabh d 
( K )  with mpect to the W, wbs 4 W3 W~ts: 
This procedure a d s  coq1ed ndmar eqwdhx 
for each pixel. The rapid d~6n dr$ws q W b m  
at each pixel would muire the a p p b b n  d am- 
skierable cornputationd ~ S U U F D ~ ~ $ .  Alh~t%$% the 
estimators used in our rn- FCdtlBd b the inax- 
h u m  likelihood solution in & bh (gQFt, 
1977), it is not possible to my b w  chw tQ the 
theoretical optimum they may be. 
The ooise propagation dct&&bfis prtsentd 

above are for a phys i4  rafhs thsm a physidogid 
flow model. NevetChel~s, if pmgdy -, 
we believe these results can ba 
experimental protocols. The X 
with uniform fluid flow wa9 b d d  provide a 
highly simpwed 
As with static sicti 
1977), the disk 
flow may serve as a standard &x comparing &e 
level of statistical noise in had b h d  %w 4- 
matts. In brain, r e g i d  bhM Q to 
vary by at least a factor of two betwan wbh and 
gray matter structures. Ew8u~ld oS the MQFB~ 
flow, the disk model is W y  to -ra& the & 
fect af statistical noise ppag#W & &e rwop 
struction procQdure when compml t@ h w&o 
surements. 1r is  r o c o ~  that tb mnhh&n af 
tomographic mlutim,  cumt rat& m, and 
sensitivity assumed In our caldadoms ZW b 
representative of any to-h % ~ ~ p L  kr 
sucb caws, the results of wr d- can k 
m m e d  using the aquatian b v h  so 
they more closely r e p s a t  the @tu- 
ation. 

where E is the k t i o n d  error in I w f, R b tb 
tomographic resolution, and (Cm- is tb -- 
imum count rate in the p r m  -, 

The results shown in Fig. 1 ~ ~ o B v ' ~ g # ~  
era1 points relative to the s i W d  cSf 
clearance rate maaswemen&: (i) v e u s  JC . . tends to infinity at K = 0. AddzUod d W h t h 8  
have shown that E(JJ f& as K w. ~~ 
ally reaching a minimum and than h 
caUy. (ii) Increasing the mwu- p d d  x e  
duces the fractional error mom a€ bW Wr !ba 
high K. (iii) Without the confuu* &k@ of 
hlus  shape. recirculation and m&mtbb d t  h 
creasing the mwuremenl prid is a W d U 4 t s z k  
tegy for reducing the vzsrirw~~ h 09 K. 

J cmb B k d  F ' h  Y&$ Yd* 4, No. 1, J W  
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The influence of the time course (shape) of the 
*tion history for finite i~ections is iflustrated in 
Fig. 3. These data are directly comparable to Fig. 
1 in that it was assumed that the same total activity 
was iqjccted at time zero. The curve parameters in 
Eq. 8 were chosen such that 20% of the total ac- 
tivity entered the phantom in the initial bolus; later, 
the concentration assumes a level governed by the 
dilution in the total volume of distribution. Overall, 
the sholpes of the fractional error curves are similar 
to those computed for spike injection. Only a 
modest increase in the relative emr in K is pre- 
dicted for the i.v. relative to the nonrecirculating 
spike iqjection. Furthermore, as the measurement 
period is increased beyond about 4 min, a tendency 
toward noise amplification at high K values may be 
observed. This tendency results from the fact tbat 
the shape of the injection function d later times 
varies only due to radioactive decay. 

Figure 4 shows graphs of the E C f )  as a function 
off. There is a progressive increase in the relative 
m r  in f as the observation period is reduced. For 
a given observation period, the relative error de- 
creases (but does not go lo zero) with decreasing 
flow. For the same i n j d  activity at high flows, 
the relative error in f cannot be reduced by in- 
creasing the rnwurernent time. For comparison, 
Fig. 5 shows Em versus fassuming an i.v. injec- 
tion. All, the 'other parameters were the same as 
those used in the calculations shown in Fig. 4, The 
I.v. emr curves exhibit the same geneml behavior 
as those for the spike injection, and the overall 
noise tevd d Z b  d y  slightly. 

The most important observations from these 4- 
culations are contained in Figs. 4 and 5,  which per- 
tain most directly to measurements with tracers 
such as [150]W,0.  The calculations predict the mag- 
nitude of the fractional error to be between 0.05 and 
0.10 for the physiological range of flow values. It 
should be noted that for the shorter measurement 
periods of I and 2 min, E ( f )  varies only slightly 
with f. For longer measurement periods there is  a 
tendency to noise ampIifkalion at higher flow 
values. This noise amplification can be better ap- 
praciated from the calculation of Fig. 6. All the con- 
ditions were the same as those for the previous cal- 
culations, except that the decay constant was set to 
zero. Inspection shows that the differences are 
minor for the shorter measurement periods, but for 
T = 4 and T = 10, a tendency toward wnsiderablc 
noise amplification is seen. This noise amplification 
suggests that the data measured late in the experi- 
ment, when the input function is changing slowly, 
are being weighted too heavily. For studies with i.v. 
iqjection, the weighting factors W i  and W, should 
be reduced as time progresses, The optimum func- 

tional form of these wd#W L a, 
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